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I. INTRODUCTION

In a global geometry optimization one has to search over many local minima of the potential energy surface until one finds the global minimum. Moves are necessary to jump from the catchment basin of the current local minimum into another catchment basin. Various types of moves such as random moves, molecular dynamics (MD) moves, crossover operations, or saddle point based moves are used and they are discussed in various articles. The type of move has a strong influence on the performance of the method.

The number of local minima is increasing exponentially with increasing energy. It is therefore important to search only over an energy interval above (and including) the global minimum which is not too large. Otherwise the number of configurations in this interval is so large that one will most likely miss the global minimum. This means that one should use moves that will never or only rarely lead into high energy structures. If moves with this property are not used, the majority of the configurations has to be discarded in an acceptance/rejectance step which can be found in most global optimization algorithms. A large rejectance ratio is however also highly inefficient. If one considers moves that lead from one minimum into a neighboring one, it has been shown that molecular dynamics based moves are very efficient.

Since a molecular dynamics trajectory has a fixed and limited kinetic energy, it follows from energy conservation that it cannot go over barriers that are higher than this kinetic energy. Since the Bell–Evans–Polanyi principle tells us that the minima behind low energy barriers are on average also low in energy, molecular dynamics based moves do not lead into high energy structures if their kinetic energy is chosen such that they can only overcome low energy barriers. This is highly advantageous during phases of a global optimization run where one goes down in energy within a funnel. Once the bottom of a funnel has been reached it will be necessary to jump out of this funnel if the present funnel does not contain the global minimum. In such a phase of a global optimization run, high barriers have to be overcome to escape from the funnel.

II. SADDLE POINT ESCAPE MOVES VERSUS MOLECULAR DYNAMICS ESCAPE MOVES

We will construct in the following several variants of the minima hopping (MH) method which are, however, based on the same principles, namely:

- We escape over low barriers during a phase where we go down in energy in a funnel. Such a phase will simply be called a downward phase in the following. It has to be noted however that the system will not go down in energy in every step, but it will go down predominantly.
- The method is ergodic, i.e., if a minimum is visited twice, the minima visited afterward will be different.
- Trapping at the bottom of a funnel is excluded by some feedback mechanism. Such a phase where the feedback forces the system to escape from a funnel will be called a escape phase in the following.

In this paper we will first compare two classes of moves that both are able to find low energy escape paths from a current minimum, namely, molecular dynamics based moves with the moves that are saddle point based. In the second part of the paper we will discuss the moves for binary systems. We will, in particular, discuss under which circumstances moves that exchange the identity of two atoms are efficient. In the third part we will apply our resulting global optimization scheme to the benchmark set of binary Lennard-Jones (BLJ) clusters and show that many global minimum structures had been overlooked in previous studies. The Lennard-Jones (LJ) potential poses the same kind of problems for global geometry optimization methods as other more realistic potentials and the efficiency of an algorithm for an LJ system is therefore indicative of the success for other potentials.
The original MH method, belonging to the first category, consists of a sequence of short molecular dynamics trajectories followed by local geometry optimizations. The molecular dynamics trajectory allows one to cross barriers to hop from one catchment basin into another and the local geometry optimization will then bring the system to the bottom of the catchment basin. As usual, we start our molecular dynamics trajectory in a soft direction, i.e., in a direction with low curvature in order to overcome a low barrier with a small number of molecular dynamics steps. This direction should however not exactly be identical to the direction of the lowest curvature, i.e., the lowest eigenvector of the Hessian matrix, because we would lose ergodicity in this way. We need enough randomness in the initial direction of the velocity vector to be able to jump into different catchment basins when we escape repeatedly from a certain minimum.

The other kind of moves are based on saddle point searches. Starting from a local minimum, the system is propagated toward a saddle point. After reaching such a transition state and barely crossing it, a local geometry optimization brings the system down again to a new minimum. We use the dimer method with a few modifications to search the saddle points (transition states) in this modified version of the MH method. The main change concerned the method for the dimer rotation. We found that using direct inversion in iterative subspace (DIIS) (Ref. 14) is most suitable for our purpose, since it allows us to find much more distinct saddle points around a minimum. To do so, we started several saddle point searches by following all low lying modes at the minimum. Using DIIS for the rotation enables us to stay on the initially selected mode with high reliability and leads, therefore, to many distinct saddle points. We also examined whether a minimization in the tangent space gives any benefit. It turned out that this procedure is only suitable for searches following the lowest mode and not for those searches following higher modes. For those cases, a minimization in the tangent space will in many cases lead to a “switch” to another mode, since only the lowest mode is a stable one; all other modes are stationary points, but no minima with respect to the curvature.

In the present implementation of our saddle point searches we put the focus on reliability and not on speed, since we are only interested in understanding the principle of the various types of moves. Therefore about 1000 force evaluations are required if we want to have a success rate of some 99%. Further tuning might still bring down the number of force evaluations, but it seems unlikely that it can be reduced by 1 order of magnitude, which would be necessary to compete with molecular dynamics based moves. So it is clear that saddle point based moves are only of interest in practice if the global minimum can be found much faster with respect to the number of minima that have to be visited until the global one is found.

With the exception of the moves, whose details will be explained below, the standard MH algorithm was used, i.e., new minima are accepted if they are not higher than in energy and the value of is adjusted by a feedback mechanism such that on average half of the new configurations are accepted. In addition to the moves, this feedback mechanism is an important difference to the Monte Carlo plus energy minimization and the similar basin hopping method. Since we do a reset to the local minima positions, our minima hopping method is actually more akin to the Monte Carlo plus energy minimization method than to the basin hopping method. Small values of allow one to explore only the lower energy minima and result in higher efficiency. Since the value of is not set by hand, but by the feedback mechanism is a measure of the quality of the moves.

The second feedback mechanism—namely, that acting on in the minima hopping method is essential to prevent trapping at the bottom of a funnel which is not the global minimum. If some configurations, which are typically those at the bottom of a funnel, are visited more than once the kinetic energy is increased until the MD trajectory has enough energy to escape from this funnel. In order to prevent trapping we have left this part in all the variants of the minima hopping methods that we will now present. In our tests for the saddle point based versions, we switched back to MD based escapes whenever a minimum was visited more than once. In this way, MD moves are mainly used in escape phases, whereas in the standard minima hopping method MD moves are always used. If MD moves are predominantly used for escape phases, the average value of is higher than in the standard minima hopping method, where is low in downward phases and high in escape phases.

We use the Lennard-Jones clusters LJ55 and LJ38 as test systems because they behave very differently. The LJ55 is a structure seeker for which it is very easy to find the global minimum. LJ38 on the other hand is a two funnel system for which it is surprisingly difficult to find its global minimum in view of its small size. During a global optimization one typically falls into the funnel which does not contain the global minimum and one has to overcome a high barrier to jump into the funnel which contains the global minimum. One hundred global optimization runs are done in all the cases to get well defined average values.

Let us now discuss the different variants of the MH method in more detail. One possibility to incorporate saddle points into the minima hopping algorithm is to replace the MD based moves of the original method by a saddle point based escape move over the lowest barrier, given we have determined the height of all barriers surrounding our current local minimum. Since such a kind of move requires the calculation of a large number of saddle points, it is of course numerically incredibly expensive. Doing a one sided search for a single saddle point requires typically already a few hundred force evaluations and exploring more or less all the saddle points around a local minimum to find out which is the lowest one is even much more expensive. At this stage we are, however, only interested in understanding the efficiency of a certain type of move and we will for the moment not care about the cost of a single move. We will measure the efficiency of the moves by counting how many local minima will be visited on average before the global minimum is found, ignoring the fact that the CPU time can be very long due to the cost of the moves. For a system with atoms we perform saddle point searches along all modes starting from the current local minimum to find the majority of the saddle points.
The factor 2 comes from the fact that each mode gives two degenerate directions along the positive and negative eigenvector. Out of these we choose the one exhibiting the lowest barrier. Since the saddle point searches sometimes give saddle points which are not connected to the initial minimum (meaning that a local geometry optimization starting at that saddle point would not lead back to the initial minimum), these barriers may be meaningless. However, we do not care about this fact and simply choose the saddle point with the lowest value.

Table I gives an overview over the performance of the various variants. The notation applied here classifies the methods according to their moves in a downward phase. Therefore the version we just discussed, which escapes over the lowest barrier, is denoted by LB, whereas the original version, which is always based on MD, is consequently labeled with MD.

A clear decrease in performance can be seen if the lowest barrier moves are replaced by moves of a randomly chosen barrier (RB) for LJ55. In the case of the LJ38 cluster the performance also decreases when measured by the number of distinct minima but increases based on the total number of moves. This is due to the fact that moves over randomly chosen barriers allow one to escape somewhat faster from the wrong funnel and that the minima in the wrong funnel are sampled less completely in this variant.

As already mentioned all the methods that pick the lowest saddle point in the downward phase are incredibly expensive and we have just implemented them to better understand the principles of global optimization. In spite of the fact that the lowest barrier escape moves already do not give a convincing performance advantage over the original minima hopping method, we present still a second scheme which is more realistic since it does not require to find all the barriers around a local minimum to make a single move but is nevertheless more elaborate than simply choosing a barrier at random. In this scheme we exploit the fact that there is a correlation between the curvature of the direction into which we start our saddle point search and the height of the saddle point found. This correlation is obtained if the energy along the reaction pathway can be described by a “reasonable” function. One of the simplest choices is polynomials and it has been verified by numerical experiments that this correlation is valid for several systems. A more detailed analysis shows that the barrier height also grows quadratically with respect to the distance between the minimum and saddle points. Since we do not impose any distance constraints on our MD trajectory, we can ignore this dependence. For the case of the LJ10 cluster, the above discussed correlation is shown in Fig. 1. Exactly the same correlation is also exploited when we start our molecular dynamics trajectories in soft directions. In this scheme, which we denote by lowest mode (LM), we search for the saddle point in the softest direction if the minimum is visited for the first time. Its performance, which is listed as well in Table 1, is comparable to the RB scheme. Even if we start our saddle point search in a soft direction we can frequently obtain rather high saddle points, whereas in the molecular dynamics based moves energy conservation will prevent the crossing of such high barriers. The energy of the molecular dynamics trajectory is usually much larger than needed to cross a barrier, and one would therefore not expect that there is a correlation between the energy of the trajectory crossing from one catchment basin into another one and the height of the saddle point that connects the minima of the two catchment basins. However, we found that such a correlation does indeed exist, as shown in Fig. 2. Moving always in the softest direction reduces the randomness and ergodicity of the simulation and is presumably the main reason for the fact that the performance of the LM is not better than of the RB method. A similar loss

<table>
<thead>
<tr>
<th></th>
<th>LJ38</th>
<th></th>
<th>LJ55</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number</td>
<td>Distinct</td>
<td>Total</td>
<td>Distinct</td>
<td></td>
</tr>
<tr>
<td>of moves</td>
<td>accepted minima</td>
<td>moves</td>
<td>accepted minima</td>
<td></td>
</tr>
<tr>
<td>MD</td>
<td>1583</td>
<td>297</td>
<td>193</td>
<td>28</td>
</tr>
<tr>
<td>LB</td>
<td>1597</td>
<td>251</td>
<td>232</td>
<td>40</td>
</tr>
<tr>
<td>RB</td>
<td>1293</td>
<td>312</td>
<td>309</td>
<td>67</td>
</tr>
<tr>
<td>LM</td>
<td>1922</td>
<td>388</td>
<td>362</td>
<td>71</td>
</tr>
</tbody>
</table>

FIG. 1. A plot of the barrier heights as a function of the curvature along the direction in which the saddle point search was started. In addition, the numbers of the modes along which the search was started are distinguished by colors. The median value for each mode (median value of the curvature as well as the median value of the barrier) is plotted with a large dot. One can see that it is very unlikely to find high barriers along the softest (lowest curvature) directions. Along the stiffer (higher curvature) directions one finds increasingly higher barriers, but in addition there exist also low barriers.
III. MOVES FOR BINARY SYSTEMS

In the case of binary systems, one might think that the molecular dynamics based moves are inefficient since atoms of a certain type will only move by some slow diffusive motion to their right place. A process which can bring atoms potentially faster to their right place is an identity exchange where the identity of two atoms that are possibly far apart is exchanged. In a BLJ cluster the identities will be denoted by A and B. On the other hand, we know that the efficiency of the molecular dynamics based moves in minima hopping is due to the fact that high energy configurations are rarely visited which leads to small values of $E_{\text{diff}}$. Table II shows these values for several BLJ systems which have different size-mismatch values $\sigma$. The $E_{\text{diff}}$ value is always the value which gives on average an acceptance ratio of 0.5 in the standard MD based version of MH. $\sigma = \sigma_{BB}/\sigma_{AA}$ is the size of the larger type B atom in a BLJ cluster where the smaller type A atoms are chosen to have size 1. The interaction potential is then given by

$$E = 4 \sum_{i<j} \epsilon_{\alpha\beta} \left[ \left( \frac{\sigma_{\beta}}{\sqrt{\gamma_{ij}}} \right)^{12} - \left( \frac{\sigma_{\alpha\beta}}{\sqrt{\gamma_{ij}}} \right)^6 \right],$$

where $\alpha$ and $\beta$ are the types of atoms $i$ and $j$. $\sqrt{2\sigma_{\alpha\beta}}$ is the equilibrium pair separation and $\epsilon_{\alpha\beta}$ is the well depth of the pair potential from atoms $i$ and $j$. We set $\epsilon_{AA} = \epsilon_{BB} = \epsilon = 1$ and $\sigma_{AB} = (\sigma_{AA} + \sigma_{BB})/2$. With these settings, the only free parameter besides the number of type A atoms $N_A$ is $\sigma$ which is chosen to be $\sigma \in \{1, 1.05, ..., 1.3\}$.

Table II also shows the acceptance ratio for identity exchange moves followed by a local geometry optimization, if the $E_{\text{diff}}$ of the MD move for the same system is used. One can see that these acceptance ratios get smaller and smaller with increasing $\sigma$. This means that in most cases exchanging two atom types will lead to rather high energy configurations and is hence less efficient than MD moves. In nature real atoms do not only differ by size (e.g., covalent radius) but also by their electronic properties. Exchange moves are therefore expected to be efficient only if the atoms are very similar in every respect. If the atoms are very different there is actually a strong driving force present in the MD moves to put the different types of atoms at the right positions. If the global minimum structure is, for instance, a core-shell structure, we obtain a core-shell-like structure starting from a random position already after some 100–1000 MD moves (see Fig. 3). Atomic identity exchange moves are therefore not only not necessary, but would even be counterproductive.

For systems with two similar types of atoms (i.e., small $\sigma$ for BLJ-systems) identity exchange moves can however reduce the average search time for the global minimum. Due to the significantly lower acceptance ratio at constant $E_{\text{diff}}$ these exchange moves can not be treated on an equal footing as the MD moves. In particular it would be too expensive to do a local geometry optimization after each exchange move. For this reason we have incorporated exchange moves in the following way in our minima hopping algorithm: after each MD move we do a number of exchange moves which are roughly equal to the number of force evaluations required in the geometry optimization. If the energy of the unrelaxed configuration resulting from this exchange move increases by less than $E_{\text{relax}}$ with respect to the original configuration it is relaxed and taken as the result of this combined MD/exchange move. $E_{\text{relax}}$ is the energy that is on average gained by a local geometry optimization starting from a relaxed configuration where the identity of two atoms is exchanged. Hence the
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relaxed energy of the exchanged configuration will be on average lower than the energy of the original configuration. In this way the exchange moves can help in finding the global minimum even if their acceptance probability is lower than the acceptance probability of the MD moves by a factor which is roughly equal to the number of force evaluations needed by the MD moves.

IV. RESULTS FOR THE BINARY LJ BENCHMARK SYSTEMS

Finding the global minimum for a binary Lennard-Jones cluster is significantly more difficult than for a monoatomic Lennard-Jones cluster. In the limit where the two atoms become identical (but are still slightly different) each configuration becomes degenerate with a degeneracy of $(N_A + N_B)!/N_A!N_B!$, where $N_A$ is the number of BLJ atoms of type A and $N_B$ is the number BLJ atoms of type B. Such configurations, that can be transformed into each other by identity exchanges of the atom types, are called homotopes.\(^{18}\)

If the type A and type B atoms have a larger size-mismatch $\sigma$, not all $(N_A + N_B)!/N_A!N_B!$ homotopes are stable but nevertheless a smaller number of homotopes exist. The existence of stable homotopes increases the number of local minima of binary systems compared to the monoatomic case. Depending on the system size and composition this number can thus be significantly larger.

The difficulty of the global optimization of binary Lennard-Jones systems is also reflected in the data of the Cambridge Cluster Database.\(^9\) For monoatomic Lennard-Jones systems the putative global minima up to a cluster size of 1000 atoms are listed but for BLJ systems only for system sizes $N = 5$ up to $N = 100$ atoms. Since the putative global minimum structures are given for six different size ratios $\sigma$, the database contains 576 structures. A first computation of the putative global minima in this database was done by Doye and Meyer.\(^{19}\) Cassioli et al.\(^{20}\) re-examined the problem and found nearly 100 new putative global minima for the 600 structures in the database. A few new structures were also found by Pullan.\(^{21}\) In spite of the fact that several groups have already re-examined the database we were able to find the following 17 structures which are lower in energy than the structures listed in the database (status June 2010):

- $\sigma = 1.30$: BLJ$^{100}$, BLJ$^{99}$, BLJ$^{98}$, BLJ$^{97}$, BLJ$^{96}$;
- $\sigma = 1.25$: BLJ$^{100}$, BLJ$^{99}$, BLJ$^{98}$, BLJ$^{97}$, BLJ$^{96}$;
- $\sigma = 1.20$: BLJ$^{100}$, BLJ$^{97}$, BLJ$^{96}$, BLJ$^{95}$;
- $\sigma = 1.15$: BLJ$^{94}$, BLJ$^{93}$, BLJ$^{92}$.

The global optimization runs for systems with a size-mismatch ratio of $\sigma \geq 1.2$ were done with the standard MH algorithm.\(^{11}\) The putative global minima with $\sigma = 1.15$ have been found by using the above mentioned identity moves.

We did not systematically recalculate the whole Cambridge Cluster Database. However, a visualization of the putative global minimum structures provided by the database revealed that several structures did not fit into the “series” under the same $\sigma$ due to too much disorder of the clusters or a still incomplete separation of core and shell. These structures were re-examined and new energetically lower structures, that frequently had also different stoichiometric compositions, were found in many cases.

A. New putative global minima

We now present the structures corresponding to the new putative global minima. Using the classification criteria of Doye and Meyer,\(^{22}\) we will assign all cluster structures to their structural type families and their symmetry point groups.

A new class of structures which introduces a new region in the structural phase diagram\(^{19,22}\) for large system sizes $N \geq 98$ and $\sigma \geq 1.25$ is the global minimum structure of BLJ$^{100,\sigma=1.3}$ (see Fig. 4). The polytetrahedral structure with a disclination network can be classified as the 4Z14 structure with point group symmetry $C_5$. Generally, Z14-atoms are part of a single disclination line, whereas Z15 (see Fig. 5) and Z16 atoms act as nodes connecting 3 or 4 disclination lines, respectively. Disclination lines always pass edges with six tetrahedra around them, see Fig. 5.
The four atoms with coordination number \( Z = 14 \) form four pairwise disconnected (single) disclination lines ending at four \( Z = 13 \) shell-atoms. The structure of BLJ\(_{100}\), shown in Fig. 4, is also the corresponding putative global minimum structure of BLJ\(_{97,\sigma=1.25}\), BLJ\(_{100,\sigma=1.25}\), and BLJ\(_{98,\sigma=1.25}\). The core of these structures consists of 42 atoms and is completely covered by the shell atoms (pure core-shell). Depending on the cluster size there is only an absence of one or two type B shell atoms. The putative ground state energy of BLJ\(_{100,\sigma=1.3}\) is \(-604.796\,307\) in common units.

A summary of the structural types and energies corresponding to all other minima found is given in Table III. Figure 5 shows the A\(_{39}\)B\(_{58}\) composition of BLJ\(_{97}\), with \( \sigma = 1.25 \) and how the disclinations are embedded into the whole cluster. It is a polytetrahedral Z15 structure with C\(_1\) symmetry and the typical Z15-disclination network. The putative global minimum energy is \(-578.201\,634\).

Doye and Meyer\(^{22}\) describe the structural motives of other common binary Lennard-Jones structures up to a system size \( N = 100 \).

In addition to binary LJ clusters, binary LJ solids are an important benchmark set. Basin hopping\(^{24}\), as well as minima hopping\(^{25,26}\) adapted to periodic structures, gave some unexpected putative global minimum structures.

### V. CONCLUSIONS

According to the Bell–Evans–Polanyi principle one should escape over low barriers during downward phases of a global optimization run. We have implemented a scheme which escapes always over the lowest possible saddle point (LB) and it indeed gives very good performance even though its performance is not significantly different from the purely MD based scheme. From the point of view of computing time this scheme is however not competitive at all due to the fact that finding the lowest saddle point is extremely costly since it requires a complete exploration of the potential energy surface around the local minimum from which one wants to escape. Good performance is also obtained in a cheaper scheme where one searches for saddle points in a soft direction, which leads in most cases to low energy saddle points. Even such a single saddle point search is however considerably more costly than an MD based escape. So from the point of view of computing time the original minima hopping escapes moves, which are uniquely based on molecular dynamics, are the most efficient ones.

The value of the parameter \( E_{\text{diff}} \) in the minima hopping method is a good measure of the quality of the moves. If the moves lead on average in other low energy configurations \( E_{\text{diff}} \) will be small and one has to search only over low energy structures. One has, therefore, to search only over a number of local minima which is much smaller than in the case where one has to search in a larger energy window above the global minimum. According to this criterion identity exchange moves are in general worse than MD based moves except for very small values of \( \sigma \). If identity exchange moves are however added as some kind of post processing step to an MD based move without the need of an additional geometry optimization for each exchange trial, the efficiency of the minima hopping method can be improved. With such an improved version of the minima hopping method we were able to find several new global minimum structures for binary Lennard-Jones clusters with up to 100 atoms and size ratios of \( \sigma = 1.15 \). For large values of \( \sigma \) the ordinary minima hopping method without identity exchanges was used and turned out to be powerful enough to find new global minima structures for size ratios of \( \sigma = 1.2, 1.25, \) and 1.3.
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### Table III. System size \( N \), energies \( \epsilon \), compositions, point groups, and structural types of the new putative global minima.

<table>
<thead>
<tr>
<th>( N )</th>
<th>( \sigma )</th>
<th>( \epsilon )</th>
<th>Stoichiometry</th>
<th>Point group</th>
<th>Structural type</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>1.3</td>
<td>(-604.796,307)</td>
<td>A(<em>{39})B(</em>{58})</td>
<td>C(_1)</td>
<td>4Z14</td>
</tr>
<tr>
<td>99</td>
<td>1.3</td>
<td>(-597.522,333)</td>
<td>A(<em>{32})B(</em>{57})</td>
<td>C(_1)</td>
<td>4Z14</td>
</tr>
<tr>
<td>98</td>
<td>1.3</td>
<td>(-590.787,413)</td>
<td>A(<em>{31})B(</em>{57})</td>
<td>C(_1)</td>
<td>Z14</td>
</tr>
<tr>
<td>97</td>
<td>1.3</td>
<td>(-583.871,531)</td>
<td>A(<em>{31})B(</em>{56})</td>
<td>C(_1)</td>
<td>Z14</td>
</tr>
<tr>
<td>96</td>
<td>1.3</td>
<td>(-576.517,002)</td>
<td>A(<em>{31})B(</em>{55})</td>
<td>C(_1)</td>
<td>Z14</td>
</tr>
<tr>
<td>100</td>
<td>1.25</td>
<td>(-599.264,624)</td>
<td>A(<em>{31})B(</em>{57})</td>
<td>C(_1)</td>
<td>4Z14</td>
</tr>
<tr>
<td>99</td>
<td>1.25</td>
<td>(-592.138,846)</td>
<td>A(<em>{31})B(</em>{57})</td>
<td>C(_1)</td>
<td>4Z14</td>
</tr>
<tr>
<td>98</td>
<td>1.25</td>
<td>(-584.930,661)</td>
<td>A(<em>{31})B(</em>{56})</td>
<td>C(_1)</td>
<td>4Z14</td>
</tr>
<tr>
<td>97</td>
<td>1.25</td>
<td>(-578.201,634)</td>
<td>A(<em>{31})B(</em>{54})</td>
<td>C(_1)</td>
<td>Z15</td>
</tr>
<tr>
<td>96</td>
<td>1.25</td>
<td>(-571.389,275)</td>
<td>A(<em>{31})B(</em>{55})</td>
<td>C(_1)</td>
<td>Z15</td>
</tr>
<tr>
<td>100</td>
<td>1.2</td>
<td>(-591.768,143)</td>
<td>A(<em>{35})B(</em>{55})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
<tr>
<td>97</td>
<td>1.2</td>
<td>(-571.392,434)</td>
<td>A(<em>{35})B(</em>{54})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
<tr>
<td>96</td>
<td>1.2</td>
<td>(-564.674,461)</td>
<td>A(<em>{33})B(</em>{53})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
<tr>
<td>95</td>
<td>1.25</td>
<td>(-557.700,069)</td>
<td>A(<em>{33})B(</em>{52})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
<tr>
<td>94</td>
<td>1.15</td>
<td>(-542.476,905)</td>
<td>A(<em>{31})B(</em>{53})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
<tr>
<td>93</td>
<td>1.15</td>
<td>(-535.594,853)</td>
<td>A(<em>{31})B(</em>{52})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
<tr>
<td>92</td>
<td>1.15</td>
<td>(-529.190,149)</td>
<td>A(<em>{32})B(</em>{54})</td>
<td>C(_1)</td>
<td>Z16Z15</td>
</tr>
</tbody>
</table>

---


9See http://www-wales.ch.cam.ac.uk/CCD.html.


17D. J. Wales, Science 293, 2067 (2001).


23Atoms with coordination number \(Z = 13\) often act as ending points of disclination lines in a truncated edge.


25Invoking variable cell shape molecular dynamics.